Do machines know
the meaning of a word?

Hung-yi Lee
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Meaning Representation

Do machine know the meaning of a word or word sequence?

o tree
o flower
the animals with four legs
O
dogo rabbit

O

run O
jump cat
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Meaning of Word



Fill in the Blank
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Wi Wi Wi Wi
Neural
Input: the previous Network Output: the most
words W, ;, W, ,, W, 3 possible next word w;

Each word should be represented as a feature vector.



Fill in the Blank

1-of-N Encoding

lexicon = {apple, bag, cat, dog, elephant}

apple = |
bag =]
cat =]
dog =

elephant =

0 0 O]
0 0 O
1 0 O]
0 1 O]
0

0 1]

The vector is lexicon size.

Each dimension corresponds
to a word in the lexicon

The dimension for the word
is 1, and others are O
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The probability for each
word as the next word w.

— P(w,="apple”)
—— P(w,="bag”)
—— P(w;="cat”)

—— P(w;="dog”)

Neural
Network

— P(w,="elephant”)

Output layer: lexicon
Softmax size



Fill in the Blank

* Training:

Collect data:
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Word Vector

0, i
, gl- Z
encoding
ofthe O : :
wordw, ; i

» Take out the input of the
neurons in the first layer

» Use it to represent a
word w

» Word vector, word
embedding feature: V(w)

Z,

A

— )
The probability
] for each word as
) the next word w;
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o tree
o flower
dogo Orabbit run
° jump
cat




You shall know a word
by the company it keeps

Word Vector
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Word Vector — Sharing Parameters

1-of-N

\%1

| ——

encoding
of the
word w,,
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1-of-N
encoding
of the

word w,_,

(1)
0
1

- / —
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The probability
for each word as
the next word w;

—

_,j
The weights with the same

color should be the same.

Or, one word would have
two word vectors.



Word Vector — Sharing Parameters

0 Zy \
1-of-N | —
. 1l w zz\‘“ The probability
encoding 1 I
0 for each word as
of the =
the next word w.
word w, , - '
xi_z j
o0 The length of x, ; and x, , are both |V].
1-of-N T W, The length of zis |Z].
encoding ‘“6‘ ’ z=W,x.,+W, X ,
of the = The weight matrix W; and W, are both
word w;; i |Z|X|V| matrices.

i W; =W, =W »z=W(xi_2+xi_1)



Word Vector — Sharing Parameters
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Word Vector
— Various Architectures

e Continuous bag of word (CBOW) model

Wii —
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predicting the word given its context

e Skip-gram

— =P W
...... W. cesnne Neural i-1

—_— W, —
; / \ ; | Network __ | —
i+1

predicting the context given a word




Beyond 1-of-N encoding

Dimension for “Other” Word hashing
apple &£ 0 a-a-a 0 A
bag ® o a-a-b 0
cat £ 0 a_b_p \_1/
dog () 0 i i > 26X26X26

elephant £ 0 pl-e &
: ppl 1

“other” 1 . - “ ”

: ) w="3 ple

w = “Gandalf” w = “Sauron”
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Word Vector
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e

fell

drawn
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drew

given
ive
taken
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took

Source: http://www.slideshare.net/hustwj/cikm-keynotenov2014
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Word Vector
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Fu, Ruiji, et al. "Learning semantic hierarchies via word embeddings."Proceedings of
the 52th Annual Meeting of the Association for Computational Linguistics: Long
Papers. Vol. 1. 2014. 1



V(Germany)
WO I'd Ve CtO = V(Berlin) — V(Rome) + V(Italy)

* Characteristics

V(hotter) — V(hot) = V(bigger) — V(big)
V(Rome) — V(Italy) = V(Berlin) — V(Germany)
V(king) — V(queen) = V(uncle) — V(aunt)

* Solving analogies

Rome : Italy = Berlin : ?

Compute V(Berlin) — V(Rome) + V(Italy)
Find the word w with the closest V(w)




Demo

* Model used in demo is provided by [ {[]]{=
* Part of the project done by [FH{II{E « MRE(E

 TA: BIT 8%
* Training data is from PTT (collected by ZE &)



Meaning of
Word Sequence



Meaning of Word Sequence

* word sequences with different lengths - the
vector with the same length

* The vector representing the meaning of the word
seguence

* A word sequence can be a document or a paragraph

)
)
¢

word sequence
(a document or paragraph)



Outline

’.
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Recursive Neural
Network

Unsupervised

|

e Application: Information Retrieval

(IR)

e Application: Sentiment Analysis,
Sentence Relatedness

e Paragraph Vector

e Sequence-to-sequence auto-
encoder

23



Information Retrieval (IR)

—>

>

Vector Space Model

The documents are
vectors in the space.

The query is also a vector.

How to use a vector to
represent word sequences



Information Retrieval (IR)

Bag-of-word
this £ 1 this @ 1
is & 1 Is & 1
vaohr.d §tring 51:I ) 3 . 0 vaohr.d .string s%’: a . 1
is is an apple an.l is is a pen an.O
apple £ 1 apple £ 0
pen £ 0 pen £ 1

Weighted by IDF



Information Retrieval (IR)

Vector Space Model + Bag-of-word

‘ Retrieved
Bag-of-word | |

000000 000000 0000OCO
* o« -

Query g Document d, Document d,

All documents in the database

> All the words are treated as discrete tokens.

> Never considered: Different words can have the same
meaning, and the same word can have different meanings.



IR - Semantic Embedding

European Community
Interbank markets monetary/economic

4 '«‘ .o- . -
-1 1R . oihery
Energy markets NS ) X VRS T
T VORI . KR | AT Disasters and
oy 3 ., s% »rv s accidents
query- e A
® %o - 2 . .:'
) Se . wgk AT ki SRR
. °. '.-_ LERREY 7 v AT .'., “ oo
- SR ..,- mh .r;.:‘ 8.

L(:,ading economic® .~ ; : ; % S ’ﬁ’h'\b Legal/judicial
N + t 3 - .I'- 2 3 ; > o . -
indicators ‘? ¢ i }{
% ' 1~: e, Government
Accounts/ . ff: “;, bomawings
eamings 1{,’
Reference: Hinton, Geoffrey E., and Ruslan R.

Salakhutdinov. "Reducing the dimensionality of

f data with neural networks." Science 313.5786
Bag-of-word (2006): 504-507

word string
(document or query)

How to achieve that? (No target ......



DSSM

Training:

query q,

Click-through data:

"
=

Acheleleod

document d; -

@
documentd;+ documentd, -

Far

apart close
1 g
—— e

g

CLLCEL)

documentd, +



DSSM v.s. Typical DNN

Typical DNN DSSM

reference

query q document d +

5
query g document d +




Click-through data: q; —d; :+ d, :-

"
===

e How to do retrieval?
Retrieved

=" 2 ° 2
e e —
==

e
o00000® 000000

o00000
*

New Query q’ Document d, Document d,

30
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Reference

 Huang, Po-Sen, et al. online
"Learning deep structured
semantic models for web
search using clickthrough

<s> online auto

online auto body

data." ACM, 2013.

* Shen, Yelong, et al. "A 1
latent semantic model with i
convolutional-pooling
structure for information TS
retrieval." ACM, 2014.

300

128

Take maxat each
dimension across
all word-trigram
features
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Outline

e Application: Information Retrieval (IR)

Recursive e Application: Sentiment Analysis,

Neural Network Sentence Relatedness

e Paragraph Vector

Unsupervised
® Sequence-to—sequence auto-encoder

|
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Recursive Deep Model

* To understand the meaning of a word sequence,
the order of the words can not be ighored.

white blood cells destroying an infection positive

J b -

exactly the same bag-of-word d|ffer§nt
meaning

-
an infection destroying white blood cells » negative



Recursive Deep Model

syntactic structure

How to do it is out
of the scope

not very good

word sequence:

not very good



Recursive Deep Model

syntactic structure

By composing the two
meaning, what should

_ not very good
the meaning be. :

Dimension of word
vector = |Z]

Input: 2 X |Z], output: |Z]

Meaning of “very good”
XX * @@ @) V(“very good”)

NN

—

(09000000 XXXIXIXX) XXIXXIXX)
V(”not”)f V(”very”)f V(”good”)f

not very good

35




Recursive Deep Model

syntactic structure
V(w, wg) # V(w,) + V(wg)

o

not”: neutral not very good

“good”: positive

“not good”: negative Meaning of “very good”
(XX * ®® o V(“very good”)

NN

—

(09000000 XXXIXIXX) XXIXXIXX)
V(”not”)f V(”very”)f V(”good”)f

not very good

36



Recursive Deep Model

syntactic structure
V(w, wg) # V(w,) + V(wg)

“PR": positive not very good
“IFRR": positive
“UFHEE”: negative Meaning of “very good”

CX X * ® ® ®) V(“very good”)

NN

—

(09000000 XXXIXIXX) XXIXXIXX)
V(”not”)f V(”very”)f V(”good”)f

not very good

37



Recursive Deep Model

syntactic structure
“not good” “not bad”

| I nc@;od

-

”not | m ',, 7 ' H Meaning of “very good”
gle bad If_-_.' @ * oo .:} V(uvery goodn)
| | “reverse” another input NN
l(not” /
CIXXXXX) CXXIXXIXX) CXIXXIXIX)

V(”not”)f V(”very”)f V( ”good”)‘

not very good

38



Recursive Deep Model

syntactic structure
“very good” “very bad”

* * nC@;od
NN L* NN "

I”very”l “500d" I”ver . W Meaning of “very good”
Y d XX * @ ® @ V(“very good”)

| | : “emphasize” another input

“very” /

(09000000 XXXIXIXX) XXIXXIXX)
V(”not”)f V(”very”)f V(”good”)f

not very good

NN

39



The word order is considered.

The representation of the sequence will change if the
order of the words are changed

How to train the NN?
V(“not very

good”)

C(IXTIXXX)

What is the target?

@oo9®e e Viverygood’)

(09000000 CIXXIXXX) CXXIXXIXX)
V(”not”)f V(”very”)f V("good”)‘

not very good

40



Need a Training Target ......

5-class sentiment classification (--,-, 0, +, ++)

@
G O,
(2 ®
() © @ @
but it
(0 () () L)
O O O (0] O ()
There (o) (9 has spice
© © O, ()
are © ) just enough to G )
parts keen
@ @ ROJIRO
e O repetitive it interesting
slow and

41



- ref
v 5 classes
OUTUt » (__1_101+1++)
NN
Train both ...
NN

f_.l.*.ll}-

NN NN

{ll.?lll}

NN

\

CXXXXIXX) fXXXXxx) CXXXXxxy

V(”not”)f V("very”)f V(“good”

not very good




Sentiment Analysis

's  justincredibly dull s definitely

Socher, Richard, et al. "Recursive deep models for semantic compositionality
over a sentiment treebank." Proceedings of the conference on empirical
methods in natural language processing (EMNLP). Vol. 1631. 2013.

43



Need a Training Target ......

* Sentence relatedness

a woman is slicing potatoes
4.82 awoman is cutting potatoes
4.70 potatoes are being sliced by a woman

NN %
4.39 tofu is being sliced by a woman / \

If_ll«lf_'lll_"} f_ll.?lll}

Tai, Kai Sheng, Richard Socher, and Recursive Recursive
Christopher D. Manning. "Improved Neural Neural
semantic representations from tree- Network Network
structured long short-term memory

networks." arXiv preprint 1 1

arXiv:1503.00075 (2015). Sentence 1 Sentence 2.



Outline

e Application: Information Retrieval (IR)

Recursive e Application: Sentiment Analysis,
Nzillgz N2 leldi¢  Sentence Relatedness

e Paragraph Vector

Unsupervised
® Sequence-to—sequence auto-encoder

|
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Neural Network

1-of-N L.
encoding - W‘ —)
of word w, X, 2@ — | The probability
Z — > for each word as
1-of-N ~— W : : the next word w.
encoding | _ ‘ : — |
of word w, , ' —/

z=W (X, +X_,)

Paragraph d,: (The paragraph is from
“The lord of the ring”)

...... EEE 0 ZEfm (Sauron) . 2= W (X5 + X )

Wi Wiy Wi l
Same
Paragraph d,: (The paragraph is from the same — tput
u,f”_lﬂn) I ou pu
...... %E /IQ_IHL[ %_ﬁ%& seceee Z=W(xi_2+xi-1)

Wi Wi Wi



Paragraph Vector 1-of-N encoding of
paragraph d

Le, Quoc, and Tomas Mikolov. "Distributed
Representations of Sentences and

Documents.” ICML, 2014 d1 0 d2 0 d3 0
o 0 1 0

1ofN D 0, © 1
encoding @ W’ : : 5

of paragraph d Original word vector: z=W ( x., + X, )

Ed Paragraph vector:
z=W(x,,+x,)+Wd

1-of-N Q. Neural Network
encoding | W‘
of wordw,, 2
-

Z, ‘J
1-of-N .

. - W 5
encoding ‘ j
of wordwi;  x. .

The probability
> for each word as
the next word w;

g
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Paragraph Vector Original word vector:

z=W (X, +X_,)
Le, Quoc, and Tomas Mikolov. "Distributed _ i-2 i-1
Representations of Sentences and Pa ragraph vector:

— 4
Documents.” ICML, 2014 z=W(x,_,+x_,)+Wd

Then error of the prediction can be explained by the
meaning of the paragraphs.

Paragraph d;: (The paragraphis related to
“The lord of the ring”)

...... BE &0 @ (Sauron) e oW (x, + x4 )

Wi Wi Wi l + W’ d,
Paragraph d,: (The document is related to different
“NI7") 1
""" %E‘ %DL{ %’_ﬁ%& z:W(xi_2+xi_1)
W, W, 4 W, + W’ d,

Paragraph vector of d:v(d) = W’ d w Meaning of the paragraph




Sequence-to-sequence
Auto-encoder

* Original Auto-encoder

v As close as possible

#Iﬁi see ﬁH —) .. Hﬁ%

Representing the
input object

el
J9Ae

S
®
(o
—t
—
Q)
D
—

Reference: Hinton, Geoffrey E., and Ruslan R. Salakhutdinov. "Reducing the
dimensionality of data with neural networks." Science 313.5786 (2006): 504—50219



Sequence-to-sequence
Auto-encoder

food any find didn't she . hungry was  Mary

" ' ' T TP e

:] Encode

Mary was hungry . she didn't find any food

Li, Jiwei, Minh-Thang Luong, and Dan Jurafsky. "A hierarchical neural autoencoder
for paragraphs and documents." arXiv preprint arXiv:1506.01057(2015).
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Summary

e Application: Information Retrieval (IR)

Recursive e Application: Sentiment Analysis,
Nzillgz N2 leldi¢  Sentence Relatedness

e Paragraph Vector

‘\
\
| e Sequence-to-sequence auto-encoder

Unsupervised
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